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Abstract: We utilize the travelling-wave Ansatz to obtain novel analytical solutions to the linear
diffusion–reaction equation. The reaction term is a function of time and space simultaneously, firstly
in a Lorentzian form and secondly in a cosine travelling-wave form. The new solutions contain the
Heun functions in the first case and the Mathieu functions for the second case, and therefore are
highly nontrivial. We use these solutions to test some non-conventional explicit and stable numerical
methods against the standard explicit and implicit methods, where in the latter case the algebraic
equation system is solved by the preconditioned conjugate gradient and the GMRES solvers. After
this verification, we also calculate the transient temperature of a 2D surface subjected to the cooling
effect of the wind, which is a function of space and time again. We obtain that the explicit stable
methods can reach the accuracy of the implicit solvers in orders of magnitude shorter time.

Keywords: diffusion–reaction equations; heat conduction; convection; analytical solution; uncondi-
tionally stable numerical methods; explicit time-integration

1. Introduction

It is well known that linear transient diffusion and heat conduction are analogous phe-
nomena: mathematically, both of them are described by the simplest parabolic PDE (partial
differential equation). Diffusion means the distribution of the particles is changing [1],
while in heat conduction, energy is transported via interacting particles of the material [2].

Considering extra source terms in the regular diffusion equation, we arrive to a more
general type of the reaction–diffusion equations. Numerous general mathematical aspects
of such systems can be found in various monographs such as [3–5]. For example, the role
of the reaction–diffusion equations in plasma physics is analyzed in [6].

According to Newton’s law of cooling, heat loss by convection is proportional to
the temperature if it is measured compared to the actual ambient temperature. So, for
x, t ∈ R, the simplest PDE in one space dimension which can describe heat conduction
and convection is:

∂u(x, t)
∂t

= D
∂2u(x, t)

∂x2 − K u(x, t), u(x, t = 0) = u0(x) (1)

where u : R×R 7→ R; (x, t) 7→ u(x, t) is the unknown function (temperature in the case
of heat conduction and concentration in the case of particle diffusion), and D ∈ R is the
constant diffusion coefficient. In the case of heat conduction, D = k/(cρ) is the thermal
diffusivity, while c, ρ, and k are the specific heat, the density, and the heat conductivity of
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the material, respectively. The term −Ku is a reaction term, so (1) is a regular diffusion-
reaction PDE. Typically, u0 is the given initial function, while the boundary conditions will
be discussed in the concrete analytical and numerical examples.

The convection cooling process has wide applications in various engineering fields,
such as steel production and the manufacture of air-driven turbine blades [7]. The cooling
medium is used in various industrial manufacturing procedures to maintain a suitable
temperature throughout the manufacturing process [8]. In high-load electronics, cooling
systems are also routinely applied. The primary goal of these is to maintain the improved
operational speed of the machine and mitigate possible damage. In the most prevalent case
of computers, when the temperature of the CPU (central processing unit) exceeds the safe
operating limits [9], a mechanism will be activated to cool it, usually by a heat pipe [10].
Utilizing heat-pipe-cooled micro-reactors presents a promising option for decentralized,
remote electricity supply and space power technology due to their exceptional inherent
safety and minimal maintenance requirements [11].

It is well known that for the diffusion equation, some analytical solutions exist, which
can be found in basic textbooks [1,2]. These solutions have crucial relevance to understand-
ing the diffusion process itself. As a second point, these solutions help to test the properties
and performance of old and new numerical methods.

The regular and irregular diffusion equations were investigated in detail by one of
the authors in recent years [12]. For the regular diffusion equation with the travelling
wave, self-similar, travelling profile, or with some generalized self-similar trial functions,
numerous new types of analytic solutions were found. These solutions have a much
more complicated structure than the well-known Gaussian (plus an error function in the
most general case). These new solutions contain Kummer’s or Whittaker functions with
quadratic arguments of a new free self-similar parameter which results in larger variety
of the solutions. These solutions can have a drastically different rate of decay than the
fundamental Gaussians. We derived solutions which have some oscillatory behavior with
a rapid power law decay both in space and time.

In this work, we convey new results for a modified version of PDE (1), which will have
a reaction coefficient that is not a constant, but depends both on time and space, which is
the most important novelty of this work.

Equation (1) and other equations of a similar nature are sometimes solved by analytical
and semi-analytical methods such as residual power series method [13] and optimal varia-
tional iteration method [14,15]. However, the most common way of solution is numerical
integration [16], and numerous techniques have been put forth for this. Most of them
fall into one of two categories: explicit schemes or implicit schemes. In comparison to
one another, both types have a significant benefit and a disadvantage. The widely used
explicit approaches, such as those based on explicit Runge–Kutta time integration, execute
a time step in a reasonably short amount of time and are easily parallelizable. They have
a restricted stability region [17] though, which means that if the time step size goes over
the so-called CFL (Courant–Friedrichs–Lewy) limit, the solution is anticipated to grow
indefinitely.

Since the implicit methods’ stability is inherently greater, many scientists consider
them to be superior and frequently employ them for these and other related equations. For
example, Mbroh and Munyakazi [18] solved one and two space-dimensional singularly
perturbed reaction–diffusion problems by discretization of the space variable using a
fitted operator finite difference method and then using the Crank–Nicolson scheme with
Richardson extrapolation. Ndou et al. [19] combined the proper orthogonal decomposition
method with the unconditionally positive finite difference (UPFD) algorithms to effectively
solve linear and nonlinear advection–diffusion–reaction equations. Kumar et al. [20]
employed the open-source package FEniCSx which uses a preconditioned Krylov subspace
method to simulate heat transfer in a three-dimensional bracket. Jiang and Zhang [21]
solved semilinear and fully nonlinear advection–diffusion–reaction equations by Krylov
implicit integration factor methods, but the linear part of the system was exactly integrated.
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Heidari et al. [22] utilized a Legendre–Gauss–Lobatto spectral collocation method to solve
a general diffusion–reaction equation. Kolev et al. [23] proposed a numerical method that
preserves the nonnegative property of the variable of the solutions of a diffusion–reaction
equation–system. Their method also applies implicit time discretization. In the case of
the implicit methods, it is necessary to solve a set of algebraic equations in each time step,
which is a difficult operation to parallelize. Large amounts of RAM are involved, and the
calculations can be extremely slow. This occurs frequently in multidimensional space when
the matrix is an enormous and non-tridiagonal but sparse matrix, but its inverse is a dense
matrix. So, in practice, not direct but iterative procedures are used for solving the equation
system, about which we will write more in the appropriate section later.

Semi-explicit or semi-implicit methods, which can be considered as combinations of
the explicit and the implicit approach, can be quite effective as well. Beuken et al. [24]
constructed versions of these methods based on the backward differentiation formula
and Adams–Bashforth schemes for ODE systems, which can be an order of magnitude
faster than some traditional methods. Fedoseev et al. [25] improved the performance of
semi-implicit composition integration methods by variable step size control algorithms.
The paper of Ji and Xing [26] proposes a set of time-marching methods which uses the
generalized Padé approximation, the Gauss–Legendre quadrature, and explicit Runge–
Kutta schemes to solve systems of ODEs. All of these can be applied to PDEs such as
(1) after semi-discretization. Settanni and Sgura [27] solved a Lotka–Volterra type system
of 2D reaction–diffusion equations by treating the diffusion part implicitly and the reaction
part by some well-known explicit schemes as well as the alternating direction implicit (ADI)
methods. Yadav et al. [28] recently developed new IMEX RK-type time-integrating methods
for solving stiff convection–diffusion–reaction systems, where the diffusion and the reaction
terms are treated implicitly. However, we think none of these methods overcome the
problems of the explicit and implicit methods mentioned above. Recently, Essounge et al.
demonstrated that explicit methods can be more than competitive compared to implicit
ones even if the usage of small time step sizes are required [29].

Based on these facts, we have to agree with those scholars who invest their energy
to create and examine explicit and unconditionally stable algorithms. For example, Chen-
Charpentier and Kojouharov [30] proposed the so-called UPFD (unconditionally positive
finite difference) scheme for the linear diffusion–advection–reaction equation. Later, Ap-
padu [31], and recently, Savovic et al. [32] continue the examination of this algorithm.
Pourghanbar et al. [33] used the alternating direction explicit (ADE) method of Saulyev
type to solve a nonlinear PDE faster than the main implicit methods. Al-Bayati et al. [34]
compared the performance of the ADE, the ADI, and the odd-even hopscotch methods
to solve a system of diffusion–reaction equations. They found that the implicit method is
more accurate but slower than the explicit methods.

Our research group has recently constructed several explicit methods for equations
similar to (1). In our original publications, it was analytically shown that they are uncondi-
tionally stable for the linear diffusion or, in some cases, diffusion–reaction equation. The
methods have been extensively tested in the case of the diffusion equation under circum-
stances where the diffusion coefficient is constant [35], depends on time [36], depends on
space [37], or on both variables simultaneously [38]. In all cases, the novel algorithms
proved to be very competitive when they are compared to the traditional methods, which
were mostly explicit ones, and in a few cases, implicit “ode” solvers of MATLAB. One of
the novelties from the numerical point of view is that now these novel methods are tested
against the standard implicit method when the obtained algebraic system is solved by
preconditioned conjugate gradient (PCG) as well as generalized minimal residual (GMRES)
methods. The motivation of the paper from the numerical point of view is to compare the
performance of these solvers and show that the traditional ones are far from being optimal
to solve these problems, and the explicit and stable schemes can easily outperform them.

The structure of this paper is the following. We present the analytical solution of the
equations for the different reaction function in Section 2. The discretization procedure
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and the used numerical algorithms are described in Section 3. The analytical solutions
are reproduced by the methods and the numerical errors are examined in Section 4. Then,
in Section 5, we take an application of heat transfer on a two-dimensional surface of two
adjacent materials placed vertically, and the upper part of the body is exposed to constant
heat convection and the lower part to variable heat convection with time. A conclusion
section summarizes our findings at the end of the paper.

2. Analytical Solution

Let us study the one-dimensional diffusion–reaction equation given by:

∂u(x, t)
∂t

= D
∂2u(x, t)

∂x2 + F(x, t) u(x, t) (2)

where F is the known coefficient of the reaction term, which is usually non-positive. To
derive physically relevant solutions, we apply the travelling wave Ansatz:

u(x, t) = f (x− ct) = f (η) (3)

where η is the reduced variable and f (η) is called the shape function. In this sense, we think
that we can find solutions which have oscillatory behavior instead of the usual self-similar
type diffusive and dispersive Gaussian-like solutions, which we derived in our former
studies [12]. The first and second continuous derivatives of f (η) are supposed to exist with
respect to η and denoted by primes. Of course, the form of F(x, t) has to be specified first. It
is clear at the first moment that F(x, t) could be almost any function from the mathematical
point of view. Considering physical arguments (e.g., F(x, t) is finite, or even goes to zero
at infinite time and space coordinates, or F(x, t) has no singularities at any points), the
possible forms of the F(x, t) are radically reduced. It is clear that if F(x, t) would go to
infinity at large times or spatial coordinates that would mean an infinite driving term in the
equation, which is far from physical reality. We tried numerous functions, e.g., Gaussian,
exponential, and power law terms but found solutions only for the two terms shown in the
following.

It is always interesting to study the influence of a well-localized impulse-like source;
therefore, we tried the Lorenzian form and luckily found highly non-trivial solutions. As
a second interesting system, the effect of periodic driving was investigated. It looked
logical that for a traveling wave, Ansatz (capable of describing periodic or quasi-periodic
solutions) applied to periodic driving gives reasonable periodic or quasi-periodic finite
solutions. Our guess was confirmed, which is analyzed in the following.

2.1. Lorentzian Coefficient of the Reaction Term

First, we consider the following form for the F function:

F(x, t) =
a

1 + (x− ct)2 (4)

where a ∈ R is the strength parameter (amplitude) of the applied pulse. By utilizing the
Ansatz (3), the reduced ODE is immediately obtained:

−c f ′(η) = D f ′′(η) +
a

1 + η2 f (η)
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The solution of this ODE is given by the MAPLE 12 software:

f (η) = e
−cη
2D

(
1 + η2

)[
c1HeunC

(
0,−1

2
, 1,

c2

16D2 , Ψ,−η2
)

+ c2η ·HeunC
(

0,
1
2

, 1,
c2

16D2 , Ψ,−η2
)]

, (5)

where HeunC is the Heun function [39], and we introduced the abbreviation
Ψ = 4aD+8D2−c2

16D2 . More general technical details about the Heun’s function, together
with other special functions, can be found in [39,40]. For additional specific information
about Heun’s differential equation and on various Heun’s function, please consult [41,42].
It is almost impossible to give a complete parameter study of Equation (5) for the entire
range of (c1, c2, c, a, D). We just restrict us for the c1 = 0, c2 = 1, c > 0, a > 0, D > 0
subspace. Considering negative propagation velocity (c < 0) just means reflecting the solu-
tion to the y-axis. For negative source strength (a < 0), we obtain non-decaying solutions
at large η, which means either asymptotic saturation or divergence, which we consider
unphysical. Diffusion processes where the concentration or the number of particles explode
violate energy and matter conservation laws and it is rather counterintuitive that we obtain
it typically for negative and not for positive values of a. So, although the solutions are
mathematically valid for arbitrary values of the x and t variables, the solution on the
whole real axis cannot always describe a real physical process. Nevertheless, the obtained
functions—in principle—can describe real processes in any finite interval if the system
boundaries are not closed, and energy or particles can enter from the surrounding space,
which is reflected mathematically by the boundary conditions.

Numerous shape functions are presented in Figure 1 for different parameter sets.
Smaller wave velocity shifts the singularity to the left and causes more oscillations (see the
difference between the black and red curves in Figure 1). Increasing the diffusion coefficient
D against the source strengths parameter a, but still being (a > D) smears out the decay
range of the diffusion (compare the blue curve to the black one). Finally, considering
that the diffusion parameter is larger than the source strength (a < D), the oscillations
disappear, maintaining a very flat local maximum and a very slow decay (compare the blue
curve to the green one).
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Figure 1. The shape function of Equation (5) for the different parameter sets (c1, c2, c, a, D); the
black, red, blue, and green lines are for (0, 1, 0.5, 7.4, 0.3), (0, 1, 2, 7.4, 0.3), (0, 1, 0.5, 7.4, 1.8), and (0, 1,
0.5, 2.4, 4.1), respectively.

The x and t dependent solution of the reaction–diffusion PDE has the form of:

u(x, t) = e
−c(x−ct)

2D

(
1 + (x− ct)2

) c1HeunC
(

0,− 1
2 , 1, c2

16D2 , Ψ,−(x− ct)2
)

+ c2(x− ct)HeunC
(

0, 1
2 , 1, c2

16D2 , Ψ,−(x− ct)2
)  (6)



Computation 2023, 11, 127 6 of 27

We note that since our analytical solution is valid on the whole real axis, boundary
conditions need to be specified only when the analytical solution is going to be reproduced
by numerical methods. The time development of a solution function u(x, t) of Equation
(6) is presented in Figure 2 for the same parameter set as the shape function is shown. We
checked and found that all the solutions of u(x, t) for all the other three parameter sets
given in Figure 1 have qualitatively the same shape.
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Figure 2. The solution function of Equation (6) for the parameters of D = 0.3; a = 7.4;
c = 1; (Ψ = 5.572222); c1 = 0; c2 = 1, respectively.

2.2. Cosine Function as the Coefficient of the Reaction Term

For second case of investigation, we consider the following form for the F function:

F(x, t) = a cos(x− ct), a ∈ R (7)

As we mentioned above, periodic driving has always been a fundamental interest. By
applying the travelling wave Ansatz (3) to transform the PDE (2), the following reduced
ODE is immediately obtained.

−c f ′(η) = D f ′′(η) + a cos(η) · f (η)

The solution of this ODE is also given by the MAPLE 12 software:

f (η) = e
−cη
2D

[
c1MathieuC

(
−c2

D2 ,−2a
D

,
η

2

)
+ c2MathieuS

(
−c2

D2 ,−2a
D

,
η

2

)]
, (8)

where MathieuC and MathieuS are the Mathieu functions. General information about the
mathematical properties of these functions can be found in [39]. More detailed analysis,
however, is given in the monographs of [43–46].

To investigate the parameter dependence of the Mathieu functions, we have to follow
a different strategy. It is well known from the theory of Mathieu functions that depending
on the ratio of the first and second parameters, different regimes exist for the solutions. In
the unstable regime, the Mathieu functions are not normalizable; therefore, they can go
to infinity. In the stable regime, the function remains finite and can be normalized, which
means that the integral of the function has a finite value.
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Figure 3 presents the stability diagram of the Mathieu S function for η = 1 and for c = 1.
The presented contour plot was evaluated with Wolfram Mathematica 12 software package.
We applied the 0 ≤ a ≤ 5 and 0 ≤ D ≤ 10 parameter regime to present the stability regime
of the solution which contains the Mathieu S function. In the colored regime, the function
is normalizable and has no singularities. In the white regime, the function is singular. We
mention that the stability chart of the Mathieu functions (without the Gaussian function)
has a completely different shape: some parts are similar to the tulip flower; for figure
see [39] (28.17.1.).
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Figure 3. The stability diagram of the shape function f (η) in the form of Equation (8) for c = 1 for
the Mathieu S part (c1 = 0, c2 = 1). The horizontal axis shows the range of the parameter a, which
is responsible for the strength of the source term, while the vertical axis shows the range of the D,
which is the diffusion coefficient. In the white regions, the function the integral of the function is
infinite and therefore not stable. In the colored region, the integral is finite and has the value as the
color shows.

The solution of the PDE is:

u(x, t) = e
−c(x−ct)

2D

[
c1MathieuC

(
−c2

D2 ,−2a
D

,
x− ct

2

)
+ c2MathieuS

(
−c2

D2 ,−2a
D

,
x− ct

2

)]
(9)

In Figure 4, we present the 3D plot of this u(x, t) function for the parameter set for
the parameters of c1 = 0, c2 = 1, c = 1, D = 6, a = 2. The Mathieu C functions look
globally very similar. We present the function for positive spatial and temporal coordinates.
The asymptotic decay for zero at large arguments is clear to see. A similar solution will be
reproduced numerically in the latter sections. The global properties of the solution remain
similar to the shape function.
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3. Numerical Solution Preliminaries for Materially Homogeneous and
Inhomogeneous Systems
3.1. Discretization and Boundary Conditions for a 1D System

The time variable is uniformly discretized, which means t ∈
[
t0, tfin], and

tn = t0 + nh , n = 1, . . . , T , hT = tfin − t0

An equidistant spatial grid is constructed on the interval x ∈ [x0 , xN = x0 + L] ⊂ R:

xj = x0 + j∆x , j = 0, . . . , N , N∆x = L

The concrete space and time domain will be given when the case studies are presented.
After the application of the most frequent central difference formula for the space

derivative in Equation (2), we obtain an ODE system for the node variables:

dui
dt

= D
ui−1 − 2ui + ui+1

∆x2 + Fn
i ui (10)

where Fn
i = F(xi, tn). This can obviously be written into a matrix form:

d
→
u

dt
= M

→
u (11)

where the matrix M of the system is N × N dimensional and depends on time through its
diagonal elements.

In the next section, where the above given analytical solutions are reproduced, pre-
scribed Dirichlet boundary conditions (calculated using the analytical solutions) are taken
into account everywhere.
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3.2. The Used Numerical Methods

It is widely known that for the general first order ODE y′ = f (t, y), the theta method
has the formula:

yn+1 = yn+1 + ∆t
[
θ f (tn, yn) + (1− θ) f

(
tn+1, yn+1

)]
(12)

where θ ∈ [0, 1]θ ∈ [0, 1]. In the case of Equation (10), it yields:

un+1
i = un

i + θ
[
r
(
un

i±1 − 2un
i
)
+ hFn

i un
i
]
+ (1− θ)

[
r
(

un+1
i±1 − 2un+1

i

)
+ hFn+1

i un+1
i

]
(13)

where un
i±1 = un

i+1 + un
i−1 and r = Dh

∆x2 is the well-known mesh ratio. This is clearly an
implicit method if θ < 1. By the so-called pseudo-implicit trick, we make it explicit: the
neighbors un

i±1 in the second term at the right-hand side of (13) is taken into account at the
old (n-th) time level. Using this, we obtain:

un+1
i = un

i + run
i±1 + θ[−2r + hFn

i ]u
n
i + (1− θ)

[
−2r + hFn+1

i

]
un+1

i (14)

which may easily be rearranged as

un+1
i =

[
1− θ

(
2r− hFn

i
)]

un
i + run

i±1

1 + (1− θ)
[
2r− hFn+1

i

] (15)

Note that the ui variable in both the conduction and convection term is considered at
the old and the new time levels as well.

1. The simplest scheme used here is the so-called unconditionally positive finite differ-
ence (UPFD) formula, which is introduced for the linear diffusion–advection–reaction
equation by Chen-Charpentier and Kojouharov [30]. Now the advection term is miss-
ing; thus, the new values of the cell variables can be obtained from Equation (15) by
the θ = 0 substitution.

2. The next scheme we consider is the so-called pseudo-implicit (PI) method. Its two
stages apply a modified version of formula (15) with different parameters. The first
stage takes a half time step with θ1 = 0; then, the second stage corresponds to a full
time step with θ2 = 1

2 which uses the results of the first stage as follows:

Stage1 : upred
i =

un
i + run

i±1/2

1 +
[
r− hFn+1

i /2
] , Stage2 : un+1

i =
(1− r)un

i + rupred
i±1 − h

(
upred

i − un
i

)
Fn

i

1 + r− hFn+1
i

The application of the odd–even-type hopscotch schemes requires a special checker-
board-like space grid, in which the immediate neighbors of the so-called odd nodes are
even and vice versa. In this work, three different structures are applied, see Figure 5,
where only one odd and one even node is shown. The time elapses from top to bottom,
and colored rectangles symbolize the stages. One exact repeating unit is surrounded by a
blue dashed line for each case. In each stage, Formula (15) is employed, where the most
up-to-date values of the neighbors ui±1 is used when the new value of ui is calculated.
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Figure 5. Hopscotch-type space–time structures. The time elapses from the top
(
t = t0) to the bottom(

t = tfin
)

.

3. The original version of the odd–even hopscotch method ([47], denoted here by OOEH)
uses only integer time steps with θ = 1 in the first and θ = 0 in the second stage.

4. In the asymmetric-hopscotch (ASH) scheme, the repeating unit consists of two half
and one full-size stages. First, a half-sized time step (light green rectangle with the
number ‘1′) is taken for the odd nodes with θ = 0, and then a full-length step for the
even nodes (light orange rectangle) using θ = 1

2 , and finally a halved third stage (dark
orange box) closes the calculation with θ = 1.

5. The leapfrog-hopscotch (LH) algorithm starts with Stage 0 (not repeated, green box),
which uses θ = 0. The intermediate stages as well as the last stage (light and dark
orange boxes) uses θ = 1

2 .
6. The Dufort–Frankel (DF) algorithm [48] (p. 313) is an old but non-conventional

method. In our case, it employs the following formula:

un+1
i =

(1− 2r)un−1
i + 2run

i±1

1 + 2r− 2hFn+1
i

(16)

As one can see, the r. h. s. of the formula contains un−1
i , so it is a two-step method,

which means it is not self-starter. The first time step has to be made by another algorithm
for which we use the UPFD method. In the original DF method, the reaction term was
not present. Here, we take it into account at the new time level, thus it appears in the
denominator.

7. The FTCS (forward-time central-space) scheme, which is built on the explicit Euler
discretization, can be obtained from (13) by the θ = 1 substitution.

8. The standard implicit scheme, which is built on the implicit Euler discretization, is
obtained from (13) by the θ = 0 substitution. This yields an algebraic equation system
with N unknowns, which can be solved in many ways. First, we solve it with the
preconditioned conjugate gradient (PCG) method [49] which has been implemented
by the built-in routine of MATLAB called pcg. The conjugate gradient method is a
non-classical iterative method which can be used for solving linear equation systems
with symmetric, positive definite coefficient matrix. In general, the conjugate gradient
method yields high accuracy numerical solutions in the so-called A-norm. However,
the convergence rate strongly depends on the spectral features of the coefficient matrix,
thus it can be very slow for stiff problems. Hence, one can apply preconditioning, i.e.,
transforming the linear equation system into another linear equation system which is
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equivalent in the sense that it has the same solution, but it has more favorable spectral
features. As a consequence, one loses some accuracy but can reach more favorable
convergence rates.

9. Finally, the above-mentioned algebraic system is solved by GMRES (generalized
minimal residual) method [50,51]. It is a non-classical iteration method for solving
linear systems of equations which are not necessarily symmetric. The essence of the
method is to find an approximate solution of linear equation system, which is the
most accurate approximation in the Euclidean norm if we consider a Krylov subspace
with a given rank. The GMRES method has been implemented in the gmres built-in
routine of MATLAB.

The PI, ASH, and LH methods were invented by our research group; thus, their
description with more details can be found in our original publications. The PI was directly
constructed for the diffusion–reaction equation, while the LH was optimized later [52] for
this case. It is analytically proven that they are unconditionally stable if the reaction term is
non-positive, and they have second-order temporal convergence. In the case of the ASH
(as well as for the OOEH and DF, as far as we know), the unconditional stability (which is
very rare for explicit methods) and the second-order convergence are proven only for the
diffusion equation. On the other hand, the FTCS, the implicit, and the UPFD schemes have
first-order convergence.

4. Verification of the Numerical Methods

The main task is to investigate the numerical error, most importantly how fast it
decreases with the time step size h. We begin with a simulation for all of the nine methods,
choosing a quite large and fixed h and registering the error, which is calculated as follows:

Error = max
1≤i<N

∣∣∣uanalytic
i (tfin)− unum

i (tfin)
∣∣∣

This formula gives the usual L∞ error, which is the maximum absolute difference
at the final time tfin between the analytical and the numerical solution. Then, the time
step size is divided by two subsequently while the simulation is repeated with the same
parameters and settings until very small time step sizes are reached. The exception is the
tolerance for the implicit methods, which always starts from 0.01 for the largest used time
step size. Then, it is divided by 2.5 (3.2) in the case of the PCG (GMRES) solvers to keep the
errors of the implicit discretization and that of the iterative solution comparable to optimize
running time and accuracy at the same time.

The system matrix M has two parts: the reaction term gives only diagonal elements,
while the diffusion term gives off diagonal ones as well. If the reaction is non-positive,
M has only negative eigenvalues. If one denotes the eigenvalues with smallest (largest)
absolute value by λMIN(λMAX), then the CFL limit for the FTCS scheme can be exactly
calculated as hEE

CFL = |2/λMAX|. Furthermore, the ratio λMAX/λMIN can be called the
stiffness ratio of the problem.

The numerical calculations in this section are performed using the MATLAB R2018a
software on a desktop computer with a DualCore Intel Pentium G3220, 3000 MHz CPU,
8 GB DDR3-1333 RAM. The analytical solutions and the boundary conditions containing
the Mathieu or Heun functions are calculated by the Maple software and then imported to
MATLAB. However, the values of the boundary conditions are supposed to be calculated
for all time steps, which would consume much more time than performing the numerical
time–integration algorithms for all the nodes of the mesh. We avoided these huge running
times using a trick: the boundary values are calculated only in Ntb time points, placed
uniformly on the whole time interval. Then, linear interpolation using the pre-calculated
boundary values at the two appropriate times in the vicinity of the actual time of the
simulation is used to gain the values of the boundary conditions. It is always checked that
this approximation yields a smaller error than the errors of the numerical methods around
the middle of the space interval.
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4.1. Case Study 1 with Small Value of Parameter a

In this numerical experiment, we use Equation (4) and the following parameters:

D = 1 , a = −0.1 , c = 1.4 , c1 = 0.8763 , c2 = 0.6572 ,
Nx = 2000 , x0 = −2, ∆x = 0.005 , Ntb = 2000, t0 = 1 , tfin = 3

(17)

Since the contribution of the time-dependent term to the matrix elements are small, the
CFL limit is only slightly changing and its value is approximately hEE

CFL = 1.25 · 10−5. The
stiffness ratio is about 2 · 107. The errors of the nine examined methods for decreasing time
step sizes are shown in a log-log diagram in Figure 6. The minimum possible errors are
determined by the (fixed) space discretization, see on the bottom left of the figure. We plot
the analytical u function in Figure 7 at the initial and final time, as well as the numerical
solution for the PCG and the LH solvers. We chose a time step size 0.002, for which the
accuracy is more than acceptable in many engineering or biological applications.
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One can see that the implicit methods roughly give the same error as the best explicit
methods. However, their running time is usually more than three orders of magnitude
larger than those of the explicit methods. The LH and DF methods can give a reasonable
result in 0.1 s, while the implicit solvers need around 100 s. The explicit FTCS scheme is
stable only below the CFL limit, and therefore only two points are presented at the bottom
left side of the figure. To give a usable (actually very accurate) result, it needs about 20 s,
which is still less than for the implicit methods. One can also see that the UPFD and the
PI methods converge rather slowly. This is due to the fact [35] that their truncation errors
contain more extra terms than those of the other methods.

The running times here are just examples. They will be measured more systematically
in the next section, where realistic simulation of heat transfer in 2D will be conducted.
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Figure 7. The concentration u as a function of x in the case of the initial function u0, the exact
analytical solution at tfin, the implicit-PCG algorithm (with Tolerance 10−5), and the LH scheme for
h = 0.002 in the case of small value of a (Case study 1). The maximum errors (and running times) are
0.0015 (98.7 s) and 0.0022 (0.107 s) for the PCG and LH methods, respectively.

4.2. Case Study 2 with Large Value of Parameter a

In this numerical experiment, we use Equation (4) and the following parameters:

D = 1 , a = −5 , c = 1.9 , c1 = 0.07987 , c2 = 0.18153 ,
Nx = 1000 , x0 = 1, ∆x = 0.004 , Ntb = 2000, t0 = 1 , tfin = 1.6

(18)

The CFL limit is slightly fluctuating around hEE
CFL = 8 · 10−6, while the stiffness ratio

is increasing from 1.25 · 105 to 2.42 · 105. The errors of the nine examined methods for
decreasing time step sizes are shown in Figure 8. The running times of the implicit solvers
are 200–1100 times longer than for the explicit schemes for the same time step sizes.

We plot the analytical u function in Figure 9 at the initial and final time, as well as the
numerical solution for the LH and the implicit-GMRES solvers. In case of the former, the
time step size is 2.3 · 10−3, the maximum error is 0.029, while the running time is 0.011 s. In
case of the GMRES solver, the time step size is 5.86 · 10−4, the tolerance is 2.9 · 10−6, the
error is 0.048, while the running time is 21.2 s. The first non-divergent run for FTCS scheme
took 4.2 s, but it produced a very accurate solution.
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Figure 9. The concentration u as a function of x in the case of the initial function u0, the exact
analytical solution at tfin, the implicit–GMRES algorithm, and the LH scheme. For more data, please
see the main text.

4.3. Case Study 3 with the Cosine Reaction-Term

In this numerical experiment, we use Equation (7) and the following parameters:

D = 1 , a = 0.8 , c = 0.5 , c1 = 0.98697 , c2 = 0.78958 ,
Nx = 500 , x0 = 0, ∆x = 0.02 , Ntb = 200, t0 = 1 , tfin = 2

(19)
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The CFL limit is hEE
CFL = 2 · 10−4, while the stiffness ratio cannot be calculated in the

usual way since there are positive eigenvalues due to the reaction term. The errors of the
nine examined methods for decreasing time step sizes are shown in Figure 10. The running
times of the implicit solvers are usually 200–300 times longer than for the explicit schemes.
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Figure 10. Errors as a function of the temporal step size for Case study 3.

We plot the analytical u function in Figure 11 at the initial and final time, as well as the
numerical solution for the LH and the implicit-GMRES solvers for time step size 0.02. In
the case of the former, the maximum error is 0.0450, while the running time is 0.01 s. In
the case of the PCG solver, the error is 0.0406, while the running time is 0.2 s. This running
time is only 20 times larger than that of the LH scheme due to the crude tolerance (0.01),
which was chosen to reach roughly the same accuracy. The first non-divergent run for the
FTCS scheme took 0.1 s. One can see that the explicit and stable methods, especially the
LH, are significantly faster than the traditional methods.
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We have to note that this reaction function is positive at half of the evaluation points.
The problem is that, as it was mentioned, the stability of the numerical schemes is proven
only for non-positive reaction terms. One can see that the methods behave very well in the
presented case. However, for increasing amplitude a of the reaction term, they gradually
become unstable. We present this case study only as a demonstration that the proposed
schemes can be very effective even in this case, but the thorough investigation of the
stability of the schemes in the case of reaction terms which are not always negative is out of
the scope of this paper.

5. Numerical Simulation of Surface Subjected to Wind

In this section, all the running times are measured on a desktop computer with an
Intel Core i7-324 11700F (16 CPUs) and 64 GB RAM is used, while the program we used is
MATLAB R2020b.

5.1. The Structure and the Materials of the Surface

In this section, we model a wall surface with dimensions of 1 m on the x and y axes
and 0.1 m on the z axis. In Figure 12, a wall’s surface is examined. Half of the surface
(0 < x < 0.5 m) is made of brick and the other half (0.5 m < x < 1 m) is made of insulation.

Computation 2023, 11, x FOR PEER REVIEW 16 of 28 
 

 

 

Figure 11. The concentration u as a function of x in the case of the initial function 
0u , the exact 

analytical solution at fint , the implicit-PCM algorithm, and the LH scheme. 

5. Numerical Simulation of Surface Subjected to Wind 

In this section, all the running times are measured on a desktop computer with an 

Intel Core i7-324 11700F (16 CPUs) and 64 GB RAM is used, while the program we used 

is MATLAB R2020b. 

5.1. The Structure and the Materials of the Surface 

In this section, we model a wall surface with dimensions of 1 m on the x and y axes 

and 0.1 m on the z axis. In Figure 12, a wall’s surface is examined. Half of the surface (

0 0 5mx .  ) is made of brick and the other half ( 0 5m 1m. x  ) is made of insulation. 

 

Figure 12. The surface of the modelled wall with two layers. Figure 12. The surface of the modelled wall with two layers.

In Table 1, the material attributes are considered. These coefficients exhibit a sharp
discontinuity when one material passes into the other. On the other hand, these coefficients
are constant inside a material.

Table 1. Properties of the applied materials [53].

ρ
(
kg·m−3) c

(
J·kg−1·K−1

)
k
(
W·m−1·K−1)

Brick 1900 840 0.73
Rigid Polyurethane Foam 320 1400 0.023

5.2. Mesh Construction

We assume that in the z direction there is no heat transfer and the physical properties
do not change, thus we fix ∆z = 0.1m. From the computational point of view, a two-
dimensional issue is studied. The x and y coordinates fall within the unit interval, and
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uniform square cells are used. We created meshes with four different resolutions with
Nx = (50, 70, 90, and 100) and Ny = (50, 70, 90, and 100) for the number of cells in the x-axes
and in the z-axes; therefore, N = Nx Ny = (2500, 4900, 8100, and 10, 000) is the global
number of cells.

5.3. Discretization and Boundary Conditions in Inhomogeneous Media

Our goal now is to present a step-by-step derivation of the general discretization of the
above problem starting from a simple one-dimensional problem. If the material properties
depend on space, but the number of space dimensions is still one, the following equation
can be the starting point for heat conduction:

c(x)ρ(x)
∂u
∂t

=
∂

∂x

(
k(x)

∂u
∂x

)
(20)

We discretize the function k, and at the same time the space derivatives in Equation
(20) by the standard central difference formula to obtain:

c(xi)ρ(xi)
∂u
∂t

∣∣∣∣
xi

=
1

∆x

[
k
(

xi +
∆x
2

)
u(xi + ∆x)− u(xi)

∆x
+ k
(

xi −
∆x
2

)
u(xi − ∆x)− u(xi)

∆x

]
. (21)

Equations (20) and (21) are based on the node picture, typically used by mathemati-
cians. Instead of node variables, let us introduce cell variables to arrive at a resistance-
capacitance-type model of heat conduction. It means that ui, ci, and ρi is the approximation
of the average temperature, specific heat, and density of cell i, by their value at the cell
center. Furthermore, ki,i+1 is the heat conductivity between cell i and its (right) neighbor,
estimated by its value at the border of the cells. Now, the previous formula will have
the form:

dui
dt

=
1

ciρi∆x

(
ki,i+1

ui+1 − ui
∆x

+ ki−1,i
ui−1 − ui

∆x

)
(22)

Let us now consider heat conduction in a thin rod with cross-section S, divided into
cells only along its length. The volume and the heat capacity of the cell can be given as
V = S∆x and Ci = ciρiV, respectively. On the other hand, the thermal resistance between
two neighboring cell is estimated as Ri, i+1 ≈ ∆x/(Ski, i+1). Now, the equation for the time
derivative of the temperature of each cell in the rod is as follows:

dui
dt

=
ui−1 − ui
Ri−1,iCi

+
ui+1 − ui
Ri+1,iCi

(23)

At this point, we generalize this treatment into the case of a thin plate, laying in
the x-y plane with thickness ∆z, which computationally is the two-dimensional problem
we actually study. The heat capacity of the cells are Ci = ciρi∆x∆z∆y, while for thermal
resistance in the x-axes, we use the formula Ri,i+1 ≈ ∆x

ki,i+1Sx
, and Sx = ∆y∆z is the surface

area perpendicular to x. Therefore, the x and y direction resistances in the surface simulation
with non-homogenous material and uniform mesh can be expressed as

Ri,i+1 ≈
∆x

ki∆z∆y
and Ri,i+Nx ≈

∆y
ki∆x∆z

(24)

respectively, where the cell labelled i + Nx appears directly underneath the cell labelled i.
The horizontal and vertical resistance between cells i and i + 1 will vary if the materials on
the two sides of the cell border are different [54]:

Ri,i+1 ≈
∆x

2ki∆y∆z
+

∆x
2ki+1∆y∆z

(25)
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and
Ri,i+Nx ≈

∆y
2ki∆x∆z

+
∆y

2ki,i+Nx ∆x∆z
(26)

As a generalization of Equation (23), one may construct the ODE system for the time
derivative of the cell variables for a generic grid by using the above approximations, as
follows:

dui
dt

= ∑
j 6=i

uj − ui

Ri ,jCi
+ qi − K · ui (27)

The term q arises because the temperature is not taken related to the ambient tempera-
ture ua, since the latter is changing. In that case, heat conduction can be taken into account
as a term K(ua − u), where the ambient temperature ua does not depend on u, and thus
Kua is considered as a heat source term q. The source term potentially includes other heat
sources such as radiation or the Joule-heat due to electric currents.

5.4. The Numerical Algorithms Used

The following two quantities will be used in the definition of the methods:

An
i = h∑

j 6=i

un
j

Ri ,jCi
+ h · qi, and ri = h∑

j 6=i

1
Ri ,jCi

, i = 1, . . . , N, n = 0, . . . , T

The quantity r is similar to the mesh-ratio r, introduced after Equation (13). The
quantity An

i will transmit data to cell i from its surrounding ones. The two explicit methods
we use here to solve Equation (27) are generalized via the following formulas.

1. The leapfrog-hopscotch (LH) uses the generalized Theta-formula [55], which reads as
follows for a full time step size:

un+1
i =

(
1− θ

(
ri − hKn

i
))

un
i + Ai

1 + (1− θ)
(

ri − hKn+1
i

) , θ ∈ [0, 1] (28)

The length of the stages and the values of the parameter θ are the same as in the special
case, see point 5 in Section 3.

2. Dufort and Frankel (DF)

The initial stage applies the UPFD scheme, which can be obtained by the θ = 0
substitution from Equation (28). In all subsequent time steps, we employ the formula:

un+1
i =

(1− ri)un−1
i + 2An

i
1 + ri + 2hK

(29)

The two implicit methods are also tested for the simulation of the wall. The standard
implicit Euler discretization is applied to Equation (27) and then the obtained algebraic
equation system is solved by the PCG and GMRES solvers.

5.5. The Initial and the Boundary Conditions

In this section, tfin = 22, 500 s serves as the final time (the end of the examined time
period). The duration of each time step is also expressed in seconds, first with h = 900 s,
and it is decreased gradually to a small number (h = 0.01 s). A spatially constant initial
temperature u(x, y, t = 0) = 270 K is set. Neumann boundary conditions with a zero
temperature-flux are applied to boundaries, preventing any conductive heat transfer:
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∂u
∂x

(x, y = 0, t) =
∂u
∂x

(x, y = 1, t) =
∂u
∂y

(x, y = 0, t) =
∂u
∂y

(x, y = 1, t) = 0

The desired insulating outcome is attained by setting the necessary resistances to
infinity and the value of the matrix components indicating heat conduction over the
boundary to zero.

Convective heat transfer occurs in the z-direction, which is perpendicular to the plane
depicted in Figure 12. For the upper part (0 < y < 0.5 m), the ambient temperature is taken
to be constant, and for the lower part (0.5 m < y < 1 m), the convection circumstances are
changing with time according to changing weather conditions.

Table 2 shows that the z-direction convection coefficients (hc) and the temperature in
the upper part of the plane in Figure 12 has constant values, whereas the lower part of the
elements has changing values depending on the environmental conditions. The ambient
air temperature and velocity is taken to be 17 ◦C ≈ 290 K and v = 0 m/s for the upper part,
and changing according to real weather conditions in Miskolc city from 5 a.m. to 11 p.m.
on the second day of January [56] for the lower part, as shown in Table 2.

Table 2. The temperature and heat source in case of wall surface area [56].

Upper Elements Lower Elements

hc

(
W

m2·K

)
0.6 0.6–5.55

T (K) 290 275–280

We obtain the values of the coefficients in our Equation (27) as follows [53]:

K =
hc

cρ∆z
, q =

hc

cρ · ∆z
· ua

We also supposed that the upper elements and lower elements have heat sources as
follows:

For the upper elements: qup =
hcup

cρ·∆z × ua

For the lower elements: qlowl(t) =
hclow(t)
cρ·∆z × ualow(t),

where K(t) = hclow(t)
cρ∆z , qi(t) =

hclow(t)
cρ·∆z · ulow(t).

The convection heat transfer coefficient for outside elements as a function of air velocity
is estimated as follows [57]:

hclow(t) = 0.6 + 6.64
√

v(t)

v(t): the air velocity is taken for each 900 s in [m/s].
uup: the upper-side air temperature 295 [◦K].
ulowl(t): the lower air temperature for each 900 s in [◦K].

5.6. Results for the Surface of the Wall

Figure 13 shows the temperature distribution contour in Kelvin units for the surface
area. The figure shows that in the case of the insulator (right-hand side of the figure), heat
can hardly flow from the top of the figure to the bottom, so there are large temperature
gradients. Moreover, because the heat capacity of the insulation layer is smaller than that
of the brick layer, its temperature increases faster from the original 270 K.



Computation 2023, 11, 127 20 of 27

Computation 2023, 11, x FOR PEER REVIEW 20 of 28 
 

 

upu : the upper-side air temperature 295 [°K]. 

 lowlu t : the lower air temperature for each 900 s in [°K]. 

5.6. Results for the Surface of the Wall 

Figure 13 shows the temperature distribution contour in Kelvin units for the surface 

area. The figure shows that in the case of the insulator (right-hand side of the figure), heat 

can hardly flow from the top of the figure to the bottom, so there are large temperature 

gradients. Moreover, because the heat capacity of the insulation layer is smaller than that 

of the brick layer, its temperature increases faster from the original 270 K. 

 

Figure 13. The temperature distribution contour in Kelvin units for the surface area (upper half) 

constant convection and (lower half) the convection changes with time depending on weather data. 

The maximum errors of the cell temperatures at the final time as a function of time 

step size are shown in Figures 14 and 15 for the 50 by 50 and 100 by 100 systems, respec-

tively. One can see the LH is the most accurate scheme, followed by the DF, compared 

with the implicit methods with two different tolerances. Figures 16 and 17 for the 50 by 

50 and 100 by 100 systems, respectively, show the running time with the maximum errors. 

We use many time steps for the explicit methods (LH and DF) and less for the implicit 

methods because they are much slower, and we see that LH and DF are faster and more 

accurate. 

Figure 13. The temperature distribution contour in Kelvin units for the surface area (upper half)
constant convection and (lower half) the convection changes with time depending on weather data.

The maximum errors of the cell temperatures at the final time as a function of time step
size are shown in Figures 14 and 15 for the 50 by 50 and 100 by 100 systems, respectively.
One can see the LH is the most accurate scheme, followed by the DF, compared with the
implicit methods with two different tolerances. Figures 16 and 17 for the 50 by 50 and 100
by 100 systems, respectively, show the running time with the maximum errors. We use
many time steps for the explicit methods (LH and DF) and less for the implicit methods
because they are much slower, and we see that LH and DF are faster and more accurate.
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Figure 17. The maximum errors as a function of the running time for the tested methods for the 100
by 100 system.

Figure 18 shows the running time for time step size h = 1 s with the total number of
cells on the horizontal axis. On the right-side axis, it is shown for the LH and DF methods
and on the left-side axis for implicit methods. One can see that the running time is a linear
function in the case of the explicit methods, but not for the implicit methods. If using a
logarithmic scale in both axis (Figure 19), it becomes visible that the slope for the explicit
methods is one, while it is around two for the implicit solvers. This is expected, since the
explicit methods apply loops over the cells, so the running time is directly proportional
to N, while the implicit solvers work with the system matrix with size N × N, thus the
running time is proportional to N2. It means that for even larger system sizes, e.g., in 3D,
they become even less competitive with the explicit and stable methods.
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refers to the LH and DF methods, while it is on the right-hand side axis for the implicit methods.
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Figure 19. The running time in the same logarithmic scale for all the used solvers as a function of the
total number of cells.

For the coarse mesh (50 by 50), we present the spatial distribution of errors in Figure 20
as 2D contour plots and in Figure 21 as curves for a specific z coordinate for the four
methods. The time step sizes are chosen to reach very similar error levels. One can see
that with the exception of the DF method, the errors are the largest, where the temperature
gradients are largest, i.e., at the boundary of different materials and circumstances. The
pattern of odd–even structure is also observable for the LH method, but even with this
artificial oscillation, this algorithm is the most accurate. Table 3 shows the time step sizes,
the errors, and the running times for the four methods in the case exemplified in Figures 20
and 21.

Table 3. The performance for the numerical methods.

Numerical Method Time Step Size h(Tolerance) Maximum Error Running Time (s)

leapfrog-hopscotch (LH) 10 0.0042 1.32
Dufort–Frankel (DF) 10 0.0051 0.97

generalized minimal residual (GMRES) 1·(10−7) 0.0058 246.965
preconditioned conjugate gradient (PCG) 1·(10−7) 0.0062 1187.404
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6. Conclusions and Summary

The diffusion–reaction PDE was studied where the reaction term is linear in the
unknown variable, but its coefficient depends on both space and time in two different
nonlinear ways. New analytical solutions were conveyed using the travelling-wave trial
function. The solution for Lorentzian and cosine coefficient-function contains the Heun
function and the Mathieu functions, respectively, so they are very nontrivial. These so-
lutions were then reproduced with high accuracy by nine numerical algorithms. Six of
them are explicit schemes with excellent stability properties. The rest are the standard
explicit and implicit methods, which were severely outperformed by especially the Dufort–
Frankel and the recently invented leapfrog-hopscotch methods. These two methods are also
tested against the implicit ones in a realistic 2D case, when the temperature development
of the surface of a wall was simulated. The time- and space-dependent reaction term
was implemented as forced convection due to wind, while the material properties of the
surface changed abruptly in space. Again, the explicit and stable methods proved to be
more efficient than the implicit ones, and this advantage is expected to increase with the
system size.
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